How well do first flowering dates measure plant responses to climate change? The effects of population size and sampling frequency
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Summary

1. First flowering dates are occurring earlier than they did in the past in many locations around the world. It is sometimes assumed, implicitly or explicitly, that the changes in first flowering dates describe the phenological behaviour of entire populations. However, first flowering dates represent one extreme of the flowering distribution and may be susceptible to undesirable confounding effects.

2. We used observations of flowering in Colorado and Massachusetts to test whether changes in population size and sampling frequency affect observations of first flowering dates.

3. We found that the effect of population size on first flowering dates depended on location. Changes in population size were strongly related to the dates on which first flowering was observed in Massachusetts but not in Colorado. The lack of a significant effect in Colorado may reflect the rapid onset of spring after snowmelt and fixed developmental schedules of the plants at this sub-alpine site, or the scale of the plots sampled during the study.

4. We also found that changes in sampling frequency can influence observed changes in first flowering dates and other aspects of the flowering distribution. Similar to the effect of declines in population size, lower sampling frequency caused later observations of first flowering. However, lower sampling frequency, if maintained consistently throughout a study, did not significantly affect estimates of changes in flowering dates over time or in response to climate.

5. Synthesis. Researchers should consider the effects of changes in population size and sampling frequency when interpreting changes in first flowering dates. In some cases, past results may need to be reinterpreted. When possible, researchers should observe the entire flowering distribution or consider tracking peak or mean flowering dates to avoid the confounding effects of population size and sampling frequency.
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Introduction

Climate change is altering flowering times world-wide. In most areas studied to date, plants are flowering earlier (Root et al. 2003; Parmesan 2007), although these patterns can be species specific (Fitter et al. 1995; Fitter & Fitter 2002; Miller-Rushing & Primack 2008) and depend on local conditions and changes in climate (Menzel et al. 2006; Zhang et al. 2007). In some cases, plants are not flowering earlier or may even be flowering later (Fitter et al. 1995; Inouye et al. 2003; Miller-Rushing & Primack 2008). Understanding these changes is critical, as plant reproductive phenology is central to many ecological relationships. Moreover, flowering phenology is linked to the timing of other plant life-history traits, such as germination, leaf out and fruiting (Primack 1987; Donohue 2002; Bolmgren & Lönberg 2005). Thus, changes in flowering phenology can indicate changes in the timing of many events integral to ecological relationships and processes across a variety of seasons and scales. The ecological significance of these changes is not well understood, but understanding how changes in flowering phenology are measured may be essential to continued ecological research.
of phenology has been increasingly recognized recently (e.g. Schwartz 2003; Visser & Both 2005; Post & Inouye 2008).

Many past and recent studies have used first flowering dates to describe changes in the flowering phenology of plant populations (e.g. Sparks & Carey 1995; Bradley et al. 1999; Fitter & Fitter 2002; Inouye et al. 2002; Inouye et al. 2003; Miller-Rushing & Primack 2008). Although researchers would generally prefer to measure changes in entire flowering distributions or mean or peak flowering dates (for reasons discussed below), it is often necessary to rely on first flowering dates because they may be the only data available. It is far easier for an observer to note the date that a species first flowers rather than monitoring the progression of flowering for an entire population, which could last for weeks or even months. However, first flowering dates occur at one extreme of the flowering distribution and those observations may be affected by population size and sampling effort (i.e. number of observers or hours of observation, or frequency of observations). If flowering dates were approximately normally distributed, we would expect to have a greater probability of observing a very early flower in a year when a population size is large or sampling effort is great than in a year with a small population size or a diminished sampling effort (Fig. 1). Changes in the distribution of flowering dates (e.g. from a normal to skewed distribution) or changes in spatial patterns of microclimate could additionally alter the observation of first flowering dates. We would expect that changes in population size or sampling effort would have less of an effect on observations of mean or peak flowering dates, or the date that a certain percent of the plants have flowered. Thus, changes in first flowering dates may reflect changes in population size or sampling effort in addition to or instead of the population's overall phenological response to climate change (Fig. 1).

It is possible that some previous studies have confounded the effects of climate change with changes in sampling effort and population size. For example, if researchers censused plants for first flowering twice a week for the first 20 years of a study, then sampled 7 days a week for the next 20 years, they might see a pattern of earlier flowering that was unrelated to climate change. Similarly, if a population declined over 20 years, the first flowers might appear later over time even if the peak flowering dates were occurring earlier (Fig. 1). The impact of sampling intensity and population size have been considered in studies of bird arrival times (Tryjanowski & Sparks 2001; Knudsen et al. 2007; Miller-Rushing et al. 2008), which often rely on records of first arrivals rather than mean arrivals or other measures of migration time (e.g. Bradley et al. 1999; Butler 2003; Sparks & Tryjanowski 2007), but to our knowledge, they have not been previously considered in the studies of plant phenology other than in the work of Aldo Leopold (Leopold & Jones 1947).

Here we use long-term phenological records from two different locations – Colorado and Massachusetts – to test empirically whether population sizes and sampling frequency affect observations of first flowering dates, as well as overall flowering distributions. We also test the ability of changes in first flowering dates to predict changes in peak flowering dates, addressing the question: Do first flowering dates serve as an adequate proxy for peak flowering dates?

### Methods

**ROCKY MOUNTAIN BIOLOGICAL LABORATORY, COLORADO**

We examined records of flowering for eight species, a subset of those that were observed approximately every 2 days throughout 33 growing seasons (May–September). The species were: *Delphinium nuttallianum* Pritz. ex Walp. (low larkspur), *Erigeron speciosus* (Lindl.) DC. (aspen fleabane), *Eriogonum umbellatum* Torr. (sulphur-flower buckwheat), *Hydrophyllum capitatum* Douglas ex Benth. (ballhead waterleaf), *Lathyrus palustris* var. leucanthus (Rydph.) Dorn (aspen pea vine), *Potentilla hippiana* Lehm. (woolly cinquefoil), *Taraxacum officinale* F.H. Wigg. (common dandelion), and *Viola praemorsa* Douglas ex Lindl. (canary violet). Each species was observed in an average of 5–13 permanent 2 × 2 m plots each year from 1973 to 2007 (number of plots depended on the species: no observations were made in 1978 or 1990). These plots were located in a sub-alpine meadow habitat at the Rocky Mountain Biological Laboratory (RMBL) in Gothic, Colorado at an elevation of 2900 m (GPS coordinates and metadata for plots and census methods are available at <www.rmbl.org>). The plots contained plants growing naturally and were never manipulated. The number of flowers open for each species was counted every second day with a few exceptions where the interval may have been 3 or 4 days. We used the peak number of flowers observed on a single day as an estimate of the total population of flowers, distinct from the number of plants and the total number of flowers produced in a season. A few plants with a large number of flowers could potentially have been responsible for much of the peak number of flowers. However, the species we examined were relatively small and typically have a small number of flowers per individual. Most of the species can produce more than one flower per individual and many plants may not flower in any given year, as is true for most long-lived perennials such as these.
CONCORD, MASSACHUSETTS

We examined records of first flowering in Concord, Massachusetts as observed by Alfred Hosmer (Hosmer, A. W. Alfred W. Hosmer Botanical Manuscripts, 1878–1903, William Munroe Special Collections, Concord Free Public Library) from 1888 to 1902 and by Miller-Rushing & Primack (2008) from 2004 to 2006. Hosmer and Miller-Rushing & Primack (2008) observed first flowering dates for species throughout Concord, without any permanent transects. Hosmer made observations about 4 days/week, while Miller-Rushing and Primack made observations about 2.5 days/week, with two separate sets of observers in different locations. Hosmer’s phenological observations were made based on more days per week, but fewer total observer days per week than Primack and Miller-Rushing. For detailed descriptions of both data sets, see Miller-Rushing & Primack (2008). We calculated the change in first flowering dates for three groups of species: those with declining population sizes (n = 11), increasing population sizes (n = 5), and relatively unchanging population sizes (n = 34). We considered a species to be declining in abundance if Hosmer (1888–1902) considered it common and Primack et al. (unpublished data) considered it now rare (i.e. we only found it in Concord at a single location). Species increasing in abundance were rare in the older period and are now common or frequent (i.e. occur at three or more locations in Concord). We selected the species with relatively unchanging population sizes from those used in Miller-Rushing & Primack (2008) that were relatively common in the past and are still common in Concord today. The group of species with relatively unchanging population sizes acted as our control, with minimal effects of changes in population size. It is important to note that due to the different types of data collected, population size for Concord refers to the number of locations where a species occurred in the town – more locations was interpreted as a larger population size – and for Colorado refers to the number of flowers observed in specific plots.

EFFECTS OF POPULATION SIZES

Colorado

We used multiple linear regression to determine the relationship between first flowering date (response variable) and peak flowering date and the peak number of flowers (explanatory variables) for each species. We used this method to test whether the peak number of flowers explained any of the variation in first flowering dates beyond that explained by peak flowering date. In addition, we used an F test to compare the residual sum of squares among three models that varied in their level of restriction: (i) intercepts and slopes held constant across species, (ii) slopes held constant across species, but intercepts allowed to vary, and (iii) slopes and intercepts allowed to vary across species (as with individual regressions for each species).

We also ran simple linear regressions with peak flowering date as the response variable and first flowering date as the explanatory variable for each species. For each species, we then used a t-test to determine if the slope of the relationship was significantly different from one. If first flowering date were a one-to-one predictor of peak flowering date, as is sometimes assumed, we would expect the slope to equal one.

Massachusetts

We used single-factor ANOVA to compare changes in first flowering dates among the three categories of species – declining, increasing and unchanging (control). If changes in population sizes affected first flowering dates, we expected that the flowering dates of the declining species would advance more slowly than the control group, whereas the flowering dates of the species increasing in population size would advance more rapidly than the control group (Fig. 1). Before performing the calculations, we adjusted the flowering dates to days after the vernal equinox to account for directional changes in the timing of the equinox over time (Sagarin 2001).

EFFECTS OF SAMPLING FREQUENCY

We set out to answer three questions regarding the effects of sampling frequency on the observations of flowering dates: (i) Does sampling frequency alter the apparent distribution of flowering times? (ii) Does sampling frequency affect estimates of the change in flowering dates over time or the relationship between flowering dates and the timing of snowmelt? (iii) Does sampling frequency affect the ability to detect trends in flowering dates over time? For the empirical portion of this analysis we used only observations made at RMRL in Colorado. The original observations of flowering for eight species (see Rocky Mountain Biological Laboratory, Colorado) were made every second day. We then degraded this data set to create a set where observations were made every sixth day (i.e. days n, n + 6, n + 12, etc.), thus decreasing the sampling frequency. Several phenology studies have previously relied on observations made this often or less frequently (e.g. Bradley et al. 1999; Miller-Rushing et al. 2006).

To address the second question, we used panel analysis (Hsiao 2003) with both data sets together. We tested whether the frequency of sampling affected estimates of the change in first flowering date, peak flowering date, last flowering date, flowering duration and peak number of flowers over time. Panel analysis is a form of multiple regression that allowed us to consider all of the plant species in a single model. Panel analysis increased the power of our models to find statistically significant relationships, improved the efficiency of the models’ estimates, and controlled for estimation biases. In each model the response variable was a characteristic of the flowering distribution (first, peak, or last flowering date, duration of flowering or peak number of flowers), and the explanatory variables were year and a year-sampling frequency interaction term. We performed an identical test to determine whether sampling frequency affected estimates of the response of first flowering dates to changes in date of snowmelt. In this location, snowmelt is the primary environmental cue for flowering phenology (Inouye & McGuire 1991; Inouye et al. 2002; Dunne et al. 2003; Inouye 2008). If the panel model indicated that the regression coefficients varied significantly among species (as determined by an F-test comparing models with varying levels of restriction), we performed regressions for each species individually.

For the third question, we used Monte Carlo techniques to estimate the ability of various sampling frequencies to detect changes in flowering dates in the future. We used the following equation to generate one thousand experimental data sets for spring temperature for the next 50 years:

\[ T_f = \alpha + \beta Y + \mu_f \]

in which \( T \) was temperature in year \( Y \) of the experimental data set, \( \alpha \) was a constant, \( \beta \) represented the linearized annual rate of warming and \( \mu \) was an error term. We set \( \beta = 0.028 \, ^\circ \text{C/year} \), a mid-range
estimate of warming made by the Intergovernmental Panel on Climate Change (IPCC 2007). This warming scenario is in line with the downscaled predictions for annual and seasonal warming in the New England region over the next 100 years (New England Regional Assessment Group 2001; Hayhoe et al. 2007). The error term was drawn randomly from a normal distribution with a mean of zero and a SD of 1.2, which was the SD of January, April and May temperatures in Boston during 1831–2004. Temperatures in these months are significantly associated with flowering dates in many Massachusetts plants, whereas temperatures in other months are correlated with the flowering dates of relatively few species (Miller-Rushing & Primack 2008). This procedure assumed that mean January, April and May temperature variability will remain constant in the future. We used Massachusetts and not Colorado as a setting for this simulation because we have much longer temperature records for Massachusetts than we have snowmelt records for Colorado, which allowed us to estimate more precisely long-term inter-annual climate variation.

We then used these temperature simulations to test whether we could detect a change in flowering dates over time. For each experimental data set, we calculated flowering date as:

$$FD_i = \alpha + \beta T_i + \mu_i$$

where FD was the flowering date in year $Y$, $\alpha$ was a constant, and $\mu$ was an error term. We considered nine scenarios (three temperature effects on flowering × three sampling frequencies). We set $\beta$, the linearized effect of temperature ($T$) on flowering date to one of three magnitudes: 6 days earlier/°C warming, 9 days earlier/°C, or 1 day earlier/°C. These values are all realistic flowering responses to temperature in Concord, Massachusetts (Miller-Rushing & Primack 2008). The error term contained information about the sampling frequency. We tested three sampling frequencies: every 2 days, every 4 days, and every 14 days. Finally, we used ordinary least squares regression to test in each year whether we could detect a significant change ($P < 0.05$) in flowering dates for each experimental data set. Because one anomalously warm year might create a significant trend that would disappear the next year, we recorded the point at which the trend had been statistically significant for five consecutive years. We tested for changes in flowering dates for a period of 50 years.

**Results**

**EFFECTS OF CHANGING POPULATION SIZES**

**Colorado**

An $F$-test indicated the relationships between first flowering date and peak number of flowers varied significantly among species ($F$-test $P < 0.001$, $H_0$: slope of relationship did not differ among species). Thus, we evaluated the relationship with individual regressions for each species. Of the eight species we examined at RMBL, only one of them had a significant relationship between first flowering date and peak number of flowers, as determined by multiple regression with peak flowering date and peak number of flowers as explanatory variables. The first flowers of *L. lanszwerti var. leucanthus* opened $0.56 \pm 0.23$ (± SE) days earlier for each additional 10 flowers ($P = 0.023$; peak flowering date: slope $= 0.697$ days/day, $P < 0.001$; adjusted $R^2 = 0.73$). Similarly, an $F$-test indicated that the relationship between flowering duration and peak number of flowers differed among species ($F$ test $P < 0.010$). After evaluating each species individually, only *E. umbellatum* had a significant relationship between duration of flowering and the peak number of flowers ($3.5 \pm 0.95$ longer duration/10 flowers, $P = 0.001$). By chance we would have expected 5% of species to show a significant relationship in both instances, suggesting that the significant relationships may have occurred by chance (although the very low $P$-value for the relationship between flowering duration and peak number of flowers for this relationship is real).

We next tested the ability of first flowering date to predict peak flowering date. An $F$-test indicated that the slope of the relationship did not vary significantly among species ($P = 0.274$). Peak flowering dates occurred $0.85 \pm 0.04$ days earlier for each day earlier that the first flower was observed ($P < 0.001$, adjusted $R^2 = 0.68$; Fig. 2). Intriguingly, the slope

![Fig. 2. The relationship between first flowering date and peak flowering date for eight montane wildflower species in Colorado. Each point represents one species in one year. Delphinium nuttallianum: solid squares; Erigeron speciosus: open squares; Eriogonum umbellatum: open circles; Hydrophyllum capitatum: asterisks; Lathyrus lanszwerti var. leucanthus: solid triangles; Potentilla hippiana: solid circles; Taraxacum officinale: solid bars; Viola praemorsa: open triangles. Solid line is one-to-one line. Dashed line indicates the least squares best-fit line for all species combined.](image-url)
of the relationship was significantly less than one ($t = 4.09$, $P < 0.001$) and first flowering dates explained 68% of the variation in peak flowering dates, as determined by the adjusted $R^2$.

**Massachusetts**

Directional changes in population size had a significant relationship with changes in first flowering times in Concord, Massachusetts, as determined by ANOVA ($P = 0.010$). Species with declining population sizes flowered 7.2 ± 6.1 days later in the period 2004–06 than they did in the period 1888–1902. In comparison, species with increasing population sizes flowered 12.0 ± 4.3 days earlier over the same time period, while species with relatively unchanging population sizes flowered 5.1 ± 1.5 days earlier.

**EFFECTS OF CHANGING SAMPLING FREQUENCY**

As expected, a relatively low frequency of observations (making observations every 6 days) in Colorado substantially delayed the observation of first flowering dates (average delay = 2.5 ± 0.2 days, $t = -16.62$, two-tailed $P < 0.001$), advanced the observation of last flowering dates (average advance = 3.5 ± 0.5 days, $t = 7.56$, two-tailed $P < 0.001$), and shortened the observed duration of flowering (average shortening = 6.0 ± 0.5 days, $t = 11.79$, two-tailed $P < 0.001$) relative to making frequent observations (every 2 days), as determined by paired t-tests. Maintaining a low frequency of observations also significantly decreased the peak number of flowers observed (average decrease = 43.8 ± 4.6 flowers, $t = -9.57$, two-tailed $P < 0.001$), but did not affect the observed date of peak flowering (average advance = 0.4 ± 0.3 days, $t = 1.43$, two-tailed $P = 0.153$). Overall, making observations with low frequency (every 6 days rather than every 2 days) caused the distribution of flowering dates to shrink.

Sampling less frequently in Colorado, however, did not significantly affect estimates of changes in first, peak, or last flowering dates, duration, or the peak number of flowers over time, as determined by the interaction between sampling frequency and year in random effects panel models ($P > 0.82$ for each interaction term). Neither did sampling frequency significantly affect estimates of the relationships of flowering dates nor duration with the timing of snowmelt ($P > 0.65$ for each interaction term in random effects panel models). The relationship between the peak number of flowers and the date of snowmelt varied among species ($F$-test $P < 0.001$), but individual regression models for each species indicated that sampling frequency did not affect the estimates of the relationship for any of the species ($P > 0.13$ for each species’ interaction term) (Fig. 3).

Finally, sampling less frequently in Colorado substantially reduced the ability to detect a change in flowering dates for a species that flowered just one day earlier for each 1 °C warming, but did not have much effect on the ability to detect a change in flowering date for a species that flowered 6 days earlier for each 1 °C warming (Fig. 4). After 10 years of observation, there was a 96–99% chance of detecting a 6 day/°C advance in flowering date and a 78–99% chance of detecting a 3 day/°C advance, depending on sampling frequency. When the actual change in flowering date was just 1 day/°C, however, an observer would have a 97% chance of detecting a significant trend over 10 years if sampling every 2 days, a 54% chance if sampling every 7 days, and an 18% chance if sampling every 14 days (Fig. 4).

**Discussion**

We found that population sizes and sampling frequency may substantially affect observations of first flowering dates and estimates of changes in first flowering dates. Surprisingly, the presence of an effect depended on the location and method of the study. In Concord, Massachusetts, changes in population size appeared to alter observed changes in first flowering dates. While the first flowering dates for the control group are
occurring about 4 days earlier than they did 100 years ago, the first flowers for species with increasing population sizes are opening 12 days earlier. The first flowering dates for species with declining population sizes are occurring seven days later than they did 100 years ago. It is also possible, however, that the populations of species that are not responding phenologically to climate change are declining, possibly due to mistimed ecological relationships (Willis et al. unpublished data). The relationship may exist in both directions. Because in Massachusetts a species with an increasing population size occurs in a larger number of locations over time, the species also covers more environmental variation, including variation in temperature caused by shading, aspect, soils and other microsite features. Individuals growing at warmer sites will generally flower earlier than those at cooler sites. Our finding that species with declining population sizes have flowered later particularly suggests that population size is causing the later first flowering dates, because warming temperatures would generally be expected to lead to earlier or unchanging plant phenology in the Massachusetts climate, where winters are generally cold enough to meet chilling requirements (Schwartz 1998; Chuine 2000; Zhang et al. 2007). Additionally, many plants and animals in eastern Massachusetts are active earlier in the spring now than they have been in the past (Ledneva et al. 2004; Miller-Rushing et al. 2006; Miller-Rushing et al. 2008; Miller-Rushing & Primack 2008), so it is reasonable to expect that timing-based mismatches may be occurring for those species not active earlier in the spring (Stenseth & Mysterud 2002; Visser & Both 2005).

At RMBL in Colorado, however, changes in population size did not substantially affect first flowering dates. At that location, changes in first flowering dates provided fairly good estimates of changes in peak flowering dates (Fig. 2). It is important to note, though, that first flowering dates did not provide a one-to-one prediction of peak flowering dates; first flowering dates explained 68% of the variation in peak flowering dates and peak flowering dates occurred just 0.85 ± 0.04 days earlier for each day earlier first flowering. We suspect that the lack of an effect of population size on first flowering dates at RMBL may have reflected the relatively small area of fixed space that was sampled (i.e. the same 2 × 2-m plots each year) and the rapid onset of the growing season after snowmelt in this sub-alpine environment (Inouye & McGuire 1991; Inouye et al. 2002; Dunne et al. 2003). When population sizes increased in the plots, they did not cover an appreciably greater range of microclimates, as occurred in Massachusetts. In addition, a skewed flowering distribution (e.g. many early-flowering individuals with a long tail of late-flowering individuals) (Thomson 1980) could have minimized the effect of population size on the distribution of flowering times. However, the flowering distributions of the species we observed in Colorado were not generally skewed (data not shown).

Making observations every 6 days, instead of every 2 days, caused the observed distribution of flowering times to shrink. First flowering was recorded later, last flowering occurred earlier, and the peak number of flowers observed declined, while the date of peak flowering did not change significantly. Importantly, sampling frequency did not significantly alter estimates of changes in flowering dates, duration of flowering, or peak number of flowers observed over time, nor did it affect estimates of the relationship between those variables and the timing of snowmelt. For example, a low sampling frequency resulted in later observations of first flowering, but did not affect estimates of how first flowering dates changed over time.
or how they responded to the date of snowmelt (Fig. 3). However, as expected, a low sampling frequency could substantially reduce the chances of detecting a significant change in flowering dates over time by increasing the variability in the date that flowering is observed (Fig. 4). The strength of this effect is most pronounced for species with flowering dates that are not changing very rapidly.

These findings have important implications for researchers examining phenological change in plant populations. First, if the only data available are first flowering dates, researchers should account for changes in population size and sampling effort. In many cases population sizes or sampling effort might change directionally over time, and these changes can significantly alter changes in first flowering dates (Fig. 1), although they do not always. Increases in population size or sampling effort can lead to earlier first flowering dates, while declines in population size or sampling effort can delay first flowering dates. It is possible that monitoring relatively small, fixed plots or marked individuals may minimize the effect of changes in population sizes, as we observed in Colorado, however further research is needed to confirm that this finding is not simply due to the rapid onset of flowering in this area. Conceptually, population size or sampling effort could affect the observation of first flowering even when measuring the phenology of individual marked plants over time if the number of flowers produced or sampling effort varies significantly among years (Primack 1985).

Second, studies that differ only in sampling frequency will find different first flowering dates on average, but should find the same change in first flowering dates over time and the same flowering responses to snowmelt or temperature. For example, consider a case in which two researchers studied first flowering dates for the same species in the same location for 20 years but used different sampling frequencies – one sampled every 2 days, the other every 6 days. Our results show that sampling frequency alone would not cause the two studies to differ in their estimates of change in first flowering dates. Without other confounding factors, the trends in flowering dates would be plotted as parallel lines (Fig. 3). Other factors, such as changes in population size, nonlinear changes in climate, or nonlinear flowering responses to climate, might still confound comparisons between the two studies if they were carried out in different locations or over different time periods.

Third, sampling frequency can substantially affect the ability of a study to detect changes in flowering dates. This point may seem obvious, but it suggests that studies that fail to detect changes in flowering dates over short time periods or after using relatively infrequent sampling may simply lack the power to detect changes that are actually occurring. It requires frequently sampling to detect changes in flowering dates given that the phenologies of most plants studied to date are changing relatively slowly (Parmesan 2007) and that there is high inter-annual variability in weather that cues the flowering dates for many plant species (Cleland et al. 2007). For species with very short flowering durations, frequency of sampling may be particularly important. This result also shows that future studies of phenological change should carefully consider sampling frequency as a part of their study design.

Fourth, results could be difficult to interpret when two or more factors are affecting first flowering times. For example, if flowering dates are becoming earlier because of warming temperatures, but declining population sizes are causing first flowering to occur later, the two shifts could cancel each other. No overall change in first flowering would be observed. Or if flowering phenology and abundance did not change, but sampling intensity increased during the study, then researchers might erroneously conclude that climate change was affecting phenology.

In summary, population size and sampling frequency can affect observations of changes in first flowering dates. The effects are not always intuitive, nor are they always present. To avoid the confounding effects of population size and sampling effort, researchers should record the entire flowering distribution whenever possible, or consider observing mean or peak flowering dates to control for undesired confounding effects. Observing mean or peak flowering dates requires observing the entire flowering season, which involves greater effort than observing just first flowering, but it results in data less susceptible to the influences of confounding factors. If first flowering dates are the only data available, researchers must consider the effects of population size and sampling effort when interpreting their results.
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